A Shortcut in Language Testing: Predicting the Score for Paper-Based TOEFL Based on One Sub-Score
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Abstract
Using standardized tests such as paper-based TOEFL with three subtests for classroom assessment is restricted by the length of the test, which is usually longer than the class duration. Therefore, it is significant to be able to predict other subtests by conducting only one subtest. Therefore, the current study aimed to calculate prediction coefficients, enabling teachers to predict scores in paper-based TOEFL by conducting only one subtest. The data to create the prediction models were obtained from 2,030 scores of Institutional TOEFL, i.e. paper-based TOEFL without writing subtest. The prediction coefficient was calculated by using linear regression analysis. The result shows that the listening comprehension sub-score predicts the TOEFL score more accurately (MSE of 520) than other sub-scores (MSE of 553 and 587). The intercept for listening comprehension sub-score was 373.07, 357.14 for structure & written expression, and 364.19 for reading comprehension. In addition, the slope for each sub-score was 4.07, 5.96, and 4.63, respectively. Therefore, a listening test should be used in predicting the overall TOEFL scores for an accurate prediction.
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Introduction
A language test is an essential component in English language learning (Douglas, 2010). It is most commonly used to measure the students' language proficiency for placement, learning achievement, and diagnostic (J. D. Brown, 1996; Henning, 1987). Therefore, language test is usually included in the classroom syllabus. For a wider context, language test is a part of the curriculum for high schools in most countries where English is taught as a foreign or second language. The reliability of teachers made tests have been found to be lower compared to a standardized test (Coniam, 2009). EFL teachers who are concern about the reliability of a test or who prefer not to design their own test because it is a “time-consuming process” (Quaigrain & Arhin, 2017) can use standardized test material. One of the factors considered in selecting a language test is the length of the test (Bachman & Palmer, 1996). For teaching assessment in the
classroom, the length of the test is restricted to the class duration. For standardized tests, the test ranges from 120 minutes (e.g. paper-based TOEFL), 165 minutes (e.g. IELTS), 200 minutes (e.g. TOEIC) to 240 minutes (e.g. internet-based TOEFL). The length of the test for standardized tests is an inhibiting factor for a classroom assessment. The class duration in high schools in most Asian countries is usually less than two hours (Shin & Kim, 2017; Williams, 2017), while the time required to complete a standardized test is at least two hours for the test and 30 minutes for the instruction (paper-based TOEFL without writing subtest). In addition, some tests cannot be conducted in some areas, such as listening test, due to noise, which is unpreventable in most school environment, unavailability of audio players or headphones. Thus, it is essential to predict the students' score for other subskills when only a score for a certain subskill is known. However, there has been no research which was aimed at making this prediction. Therefore, the current research was to calculate a prediction model for the standardized paper-based TOEFL when the score of only one subskill is known. Using the prediction model, a teacher can predict TOEFL scores when, for example, only structure score is known. The results of the study will particularly benefit English language teachers who prefer to use a paper-based TOEFL for classroom assessment.

Literature review

This section presents and discusses topics related to variables in this research, i.e. language testing, paper-based TOEFL, and prediction procedure in testing.

The significance of testing in language learning

In terms of its function, there are two types of tests or assessments involved in an educational context, i.e. formative and summative tests, both of which are significant for learning. A formative test is used to evaluate students during the learning process, while a summative test is conducted after a learning process to measure what students have learned (H. D. Brown, 2004). A famous example of formative assessment is a portfolio (Sulistyo et al., 2020). However, the current study is focused on the summative test, in which a standardized test is more applicable than in a formative assessment. According to Bailey (2017), a summative test can be used for instructional and diagnostic purposes. For both purposes, summative assessment tracks where a teacher should start, focusing on the areas which need more support (Green, 2014). Thus, it can be used as significant information in planning the instruction (Douglas, 2010). Therefore, in the context of language teaching, the test needs to be valid and reliable, and it has to accommodate all necessary language skills. In order that a test can satisfy such requirements, the test needs to be planned and piloted (Fulcher & Davidson, 2007). However, in the current practice, many summative tests are teachers made tests (Pratiwi et al., 2019).

When teachers’ made test is used for a summative test, some trade-offs do exists. Alderson (2005) claims that the tests made by teachers have poor quality, and the results cannot be used to point out how students can improve. Many students have accessed the quality of teachers made tests in terms of validity, reliability (Furwana, 2019), and item facility (Madehang, 2018). In addition, Nurhalimah et al. (2019) found that teachers made tests have low discrimination index. In addition, a large percentage of the distractors used in multiple-choice tests were ineffective (Rohmah, 2019). A research study by Ing et al. (2015) found that teachers are not proficient in following the test construct. One factor affecting the quality of tests designed by teachers is the lack of knowledge regarding language assessment and testing (Ölmez-Oztürk & Aydin, 2018). Most high school teachers only hold undergraduate degrees where the concept of assessment is offered in only one course. In-service professional development training tends to focus on practical
test design; therefore, the quality of tests created depends much on teachers' English proficiency level, which was mostly low according to research by Triastuti (2020).

Paper-based TOEFL for classroom assessment

TOEFL is one of the most popularly used and accepted standardized English language tests for academic purposes. The official test is now delivered through the internet. However, many educational institutions conducted the paper-based version of the test, which is still widely accepted for local university admission and scholarship application requirements (Ananda, 2016). The paper-based version, most commonly known as Institutional TOEFL, consists of three sections, i.e. listening comprehension (50 items), structure & written expression (40 items), and reading comprehension (50 items). Listening comprehension tests understanding of short dialogues, extended-length dialogues, and short talks. The second section measures knowledge of English grammar through completion and error analysis tests. Finally, reading comprehension measures understanding of stated and implied meaning and vocabulary, in five 400-450-word academic texts (Cohen & Upton, 2007). The results of the test were converted into scaled scores by using Item Response Theory (IRT) with three-parameter logistics (3PL) model (Way & Reese, 1991), and the scores range between 310 and 667 (ETS, 2011).

As outlined previously, to have good quality, a test needs to satisfy the requirements of a good test in the test development process. The requirements of a good test are well met by standardized language tests such as TOEFL (Fulcher, 2010). Thus, using this test for a summative assessment in an EFL classroom guarantees that the result accurately represents the students’ English proficiency level (Liskinasih & Lutviana, 2016), and it is also recommended by Bailey (2017). Using the result from the test, a teacher will be able to group students based on their language profile because TOEFL possesses a high discrimination index. Thus, they can select materials intended for the students with the corresponding level of language proficiency. However, even the shortest version of TOEFL, such as Institutional TOEFL, consists of three sections (Taufiq et al., 2018). It requires two hours to complete, with a 30-minute preparation, which is less feasible to be conducted in a classroom with this limitation. Therefore, a shorter version of this test is preferable. However, this shorter version needs to be able to be converted to a long version in order for the score to be meaningful for students, such as to classify students into relevant CEFR levels, ranging from A1 to C1 (Tannenbaum & Baron, 2011). This can be achieved by administering only one section and use the score to predict the scores for the other two sections.

Predicting scores in language testing

Many research studies have utilized prediction based on existing data to draw significant conclusions. One classic example is the conclusion that the learners who score high in vocabulary tests will obtain a good score for reading comprehension (Alavi & Akbarian, 2012; Mehrpour & Rahimi, 2010; Sen & Kuleli, 2015). Among others, prediction in language testing can be made through two methods of analysis, i.e. time series and regression analyses. Initially, time-series design is used to record data obtained in different periods of time (Best & Kahn, 2006; Blasco, 2015; Hatch & Lazaraton, 1991; Lyons & Doueck, 2010). When all time-series data are plotted into a line chart, the line can be used to predict future points, known as out-of-sample forecast (Chatfield, 2000), based on trends obtained in previous points (Mendenhall et al., 2013). The application of time-series is very common among language test developers such as Educational Testing Service, mostly to develop automated rating systems (Ramanarayanan et al., 2015).
The other procedure of making a prediction is regression analysis, which is "an extension of correlational analysis" (Dancey & Reidy, 2011). It is one of the statistical procedures of predicting a variable from another variable (Mackey & Gass, 2005). By using regression analysis, it is also possible to predict a variable based on multiple variables, termed as multiple regression (Kothari, 2004). In fact, multiple regression is claimed as the most commonly used model in empirical research studies (Kelley & Bolin, 2013). In language testing research, regression analysis has been very widely used such as in Hambleton et al. (1991) for calculation of a model in Item Response Theory. DeMauro (1992) used regression analysis to predicts scores among three standardized language tests, i.e. Test of Spoken English (TSE), Test of Written English (TWE), and Test of English as a Foreign Language (TOEFL). Zechner et al. (2007) estimated speaking scores between the automated scoring system and human rater in an internet-based TOEFL.

Research method
Data and source of data
This research was a quantitative research study where the data were numerical data, collected from the results of the Institutional Test of English as a Foreign Language (TOEFL ITP) conducted by the Language Center of Universitas Syiah Kuala, Indonesia, in conjunction with the English Testing Service (ETS) represented by the Indonesian International Education Foundation (IIEF). The scores were collected between 2007 and 2011 because the raw scores were no longer disclosed by the IIEF for the later dates. The number of scores collected was 2,030 scores as the training data sample to construct a linear regression model, obtained by 1,150 females (56.65%) and 880 males (43.35%) between 17 and 50 years old. The scores range from 417 and 653. In addition, the number of scores used for testing the models in this study was 102 scores.

Data analysis
To obtain the models of prediction for the total scores based on any sub-score, the data analysis was divided into two primary parts. The first part is a model assumption checking based on the training data sample. Bowerman et al. (2005, pp. 97–98) stated that those assumptions include (1) residual values of the model that must be independent of the value of X and normally distributed with the mean equal to zero and constant variances and (2) no pattern of positive (negative) residual terms is followed by other positive (negative) residual terms.

The second part of the analysis consists of the hypothesis testing of the regression model. There are two types of hypothesis testing in the regression model, i.e. model testing using $F$ test and parameters testing using $t$-test. Besides the hypothesis testing, we also used a coefficient of determination (adjusted $R^2$) to measure how good the model was. A model with a higher value of adjusted $R^2$ was considered a better model. A linear regression model was created for each score where TOEFL ITP score as the response variable Y and the subtest scores (listening comprehension, structure & written expression, or reading comprehension) as the predictor variable X. Accordingly, there are three different linear regression models generated in this study.

Findings and discussion
Descriptive statistics
To evaluate the relationship between listening comprehension, structure & written expression, and reading comprehension skills, we examined 2,030 TOEFL scores as a training dataset. Table 1 shows the summary statistics of those data indicated by the minimum, median, mean, and maximum scores.
Table 1. Summary Statistics

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Listening</th>
<th>Structure</th>
<th>Reading</th>
<th>TOEFL Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum</td>
<td>9.00</td>
<td>5.00</td>
<td>7.00</td>
<td>417.00</td>
</tr>
<tr>
<td>Median</td>
<td>27.00</td>
<td>21.00</td>
<td>25.00</td>
<td>480.00</td>
</tr>
<tr>
<td>Mean</td>
<td>27.10</td>
<td>21.18</td>
<td>25.75</td>
<td>483.40</td>
</tr>
<tr>
<td>Maximum</td>
<td>50.00</td>
<td>38.00</td>
<td>49.00</td>
<td>653.00</td>
</tr>
</tbody>
</table>

Overall, Table 1 shows that the average score was 483, i.e. 3 points above the median. The minimum and maximum scores were 417 and 653 respectively. In this study, we restricted our minimum TOEFL scores to 417 as suggested by Mustafa and Anwar (2018), who show that the TOEFL score of 417 is considered as the lowest meaningful PBT TOEFL score for English proficiency assessment.

Distribution of training data sample

To visualize the distribution of score for each TOEFL ITP sub-test scores, Figure 1 shows the boxplot of the raw scores (true score) for listening comprehension (Figure 1a), structure & written expression (Figure 1b), and reading comprehension (Figure 1c) for each TOEFL score (scaled score). The minimum and maximum values were displayed as the bottom and upper sides of the whisker, the first and third quartiles were displayed as the bottom and upper parts of the box, and the median was displayed as the horizontal line in the box. The wider the size of the whiskers is, the wider range the data contain.

Figure 1a. Distribution of Training Data Sample for Listening Comprehension
Figure 1b. Distribution of Training Data Sample for Structure & Written Expression

Figure 1c. Distribution of Training Data Sample for Structure & Written Expression

The three sub-figures in Figure 1 above show almost similar behavior, where lower TOEFL scores tended to have wider whiskers, and higher TOEFL scores tended to have narrower whiskers. A wider whisker indicates that the raw score for the respective section was more diverse for those TOEFL scores than the narrower one. In other words, test takers with lower TOEFL scores might have more variations in the raw scores in each section of the test than those with higher TOEFL scores. Another important piece of information shown in the boxplot is the extreme values indicated by the points (labeled by an empty circle) under the minimum or above the maximum values (whiskers). Figure 1 also shows that each section had several extreme values located above and under the whiskers. The listening comprehension section had more extreme values than other sections, which means that some test takers with similar TOEFL scores might have higher raw scores in the listening section than other test takers with the same TOEFL scores.

The linear regression model of the TOEFL ITP score

We evaluated the relationship between TOEFL scores as the response variable and its predictor variables to predict the TOEFL scores. The relationship was evaluated through a simple linear regression model with the following formula:

\[ Y = \beta_0 + \beta_1 X + e \]  

(1)

In formula 1, \( Y \) is the TOEFL score as the response variable, and \( X \) is listening comprehension, structure & written expression or reading comprehension as the predictor variable. The parameter
model, $\beta_0$ and $\beta_1$ are called the intercept and slope of the model respectively. The error of the model is written as $e$, and it represents the difference between the response variable ($Y$) and the estimate of the response variable ($\hat{Y}$).

In this study, the intercept parameter counts for a TOEFL score when the predictor variable is assumed to be zero. In other words, it is the average TOEFL score when the effect of the predictor variable is not counted. However, the intercept in this study does not have any significant meaning because, based on ETS (2011, p. 14), the lowest TOEFL score is 310. Meanwhile, the slope parameter counts for the amount of increase or decrease in the TOEFL score when the predictor variable increases by one point. Those parameters are evaluated partially through the test statistic $t$. Furthermore, an $F$ test can be used to test the significance of the regression relationship between the predictors and response variables (regression model).

Another important statistics in the linear regression analysis are correlation coefficient ($r$) and adjusted $R^2$. The correlation coefficient measures the strength of the linear relationship between response and predictor variables. While the adjusted $R^2$ is the proportion of total variation on the response variable explained by the linear regression model. Table 2 summarizes the result of the linear regression models for each predictor variable using the training data sample, while Table 3 and Figure 2 show the test of normality assumptions and scatterplots of the residuals respectively.

<table>
<thead>
<tr>
<th>Model</th>
<th>Predictor variable</th>
<th>Parameter</th>
<th>Estimate</th>
<th>$t$ value</th>
<th>$p$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Listening comp.</td>
<td>Intercept</td>
<td>373.07</td>
<td>213.02</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Slope</td>
<td>4.07</td>
<td>65.78</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>2</td>
<td>Structure &amp; writ.</td>
<td>Intercept</td>
<td>357.14</td>
<td>171.81</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td></td>
<td>exp.</td>
<td>Slope</td>
<td>5.96</td>
<td>62.73</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>3</td>
<td>Reading comp.</td>
<td>Intercept</td>
<td>364.19</td>
<td>177.42</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Slope</td>
<td>4.63</td>
<td>60.15</td>
<td>&lt; 0.001</td>
</tr>
</tbody>
</table>

$^a F$-value $= 4326$ ($< 0.001$), $r = 0.8251$, adjusted $R^2 = 0.6807$

$^b F$-value $= 3936$ ($< 0.001$), $r = 0.8124$, adjusted $R^2 = 0.6598$

$^c F$-value $= 3617$ ($< 0.001$), $r = 0.8005$, adjusted $R^2 = 0.6406$

<table>
<thead>
<tr>
<th>Response variable</th>
<th>Predictor Variables</th>
<th>Mean</th>
<th>Variance</th>
<th>Kolmogorov-Smirnov Z</th>
<th>$p$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>TOEFL score</td>
<td>Listening comp.</td>
<td>0.000</td>
<td>22.798$^2$</td>
<td>0.956</td>
<td>0.320</td>
</tr>
<tr>
<td></td>
<td>Structure &amp; writ. exp.</td>
<td>0.000</td>
<td>23.533$^2$</td>
<td>1.340</td>
<td>0.055</td>
</tr>
<tr>
<td></td>
<td>Reading comp.</td>
<td>0.000</td>
<td>24.187$^2$</td>
<td>1.312</td>
<td>0.064</td>
</tr>
</tbody>
</table>

Further, the linear regression models in Table 2 can be written as follow:

Model 1: TOEFL score ($Y$) = 373.07 + 4.07 * Listening Comprehension ($X_1$)  \hspace{1cm} (2)

Model 2: TOEFL score ($Y$) = 357.14 + 5.96 * Structure & Written Exp. ($X_2$) \hspace{1cm} (3)

Model 3: TOEFL score ($Y$) = 364.19 + 4.63 * Reading Comprehension ($X_3$) \hspace{1cm} (4)
Figure 2. Scatterplots of The Residuals

Model 1 is for the simple linear regression between TOEFL score as the response variable and listening comprehension sub-score as the predictor variable, and the estimated parameters of intercept and slope are 373.07 and 4.07 respectively. The slope of the parameter indicates that the TOEFL score increases by 4.07 points for each increase in raw score in the listening comprehension section. Both parameters were statistically significant in the test statistic $t$ and $F$ test ($p<0.001$). The TOEFL score and listening comprehension sub-score had a relationship of around 82.51%. The adjusted $R^2$ of model 1 was 0.6807, which suggests that 68.07% of the total variation on the TOEFL score was explained by the listening comprehension sub-score while the rest was explained by other variables that were not included in this study. Table 3 shows that the residuals of the model followed the normality distribution with zero mean and variance of 22.798 through the Kolmogorov-Smirnov test ($p>0.05$). Scatterplot of regression standardized residual versus regression standardized predicted value (Figure 2 (a)) shows there was no clear pattern that a positive (or negative) residual term was followed by other positive (or negative) residual terms. Accordingly, we can conclude that model 1 had fulfilled the required assumptions.

For model 2, the TOEFL score increases by around 6 points for each point increase in the structure & written expression section. Both parameters, i.e. the intercept and slope, were statistically significant. The TOEFL score had a correlation with the structure & written expression sub-score of 81.24%, and the structure sub-score explained 65.98% variability of the TOEFL score. The last model shows that the TOEFL score and the reading comprehension sub-score had a correlation coefficient of 80.05%. Based on the slope, the score increases by 4.63 points for each increase in the raw score of the reading comprehension section. The intercept and slope parameters of model 3 were also statistically significant. In addition, 64.06% of TOEFL score variability was explained by the reading comprehension sub-score. The residuals of the model 2 and 3 also met all required assumptions as did model 1.

The respective linear regression models are presented in Figure 3. The regression line (red) in the figure was constructed by using the parameter model (intercept and slope) for each paired data point ($X$, $Y$). The $Y$-axis represents the TOEFL score, while the $X$-axis represents the raw score (number of correct answers) in the listening comprehension, structure & written expression, and reading comprehension sections respectively for each sequential figure. The regression line in each figure tended to increase linearly with different intercepts. Those lines represent the predicted TOEFL score for each correct item in the test section of the training data sample.
However, since the last possible numbers based on the TOEFL scoring system are 0, 3, and 7 (e.g. 470, 473, 477, …), those predicted TOEFL scores must be rounded to 0, 3, and 7 by using the following criteria:

- Rounded to 0 for last number 9, 0, and 1
- Rounded to 3 for last number 2, 3, and 4
- Rounded to 7 for last number 5, 6, 7, and 8

For the score ending in 9, in addition to rounding it to 0, one point is also added to the middle score (e.g. 479 into 480, etc.)

Using this transformation, the predicted TOEFL scores in this study follow the TOEFL scoring system. The accuracy of the prediction of the linear regression model could be measured by Mean Square Error (MSE) criteria using the formula:

$$MSE = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2$$

Where:  
- $y_i$ is true TOEFL score for the $i^{th}$ sample  
- $\hat{y}_i$ is predicted TOEFL score for the $i^{th}$ sample  
- $n$ is the total sample size

MSE measures the average square error of the model by comparing the true TOEFL score with the predicted counterpart based on the linear regression model. The smaller MSE is, the better linear regression model performs. The MSEs of those three linear regression models applied to the training dataset are shown in Table 4.
Table 4. MSE of Training Data Sample

<table>
<thead>
<tr>
<th>Data</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Listening comprehension</td>
<td>519.76</td>
</tr>
<tr>
<td>Structure &amp; written exp.</td>
<td>553.62</td>
</tr>
<tr>
<td>Reading comprehension</td>
<td>587.05</td>
</tr>
</tbody>
</table>

Table 4 shows that the model with the smallest MSE (519.76) is the linear regression model with the listening comprehension sub-score as the predictor variable (model 1). This suggests that model 1 performs better in predicting the TOEFL score than other models using the training data sample.

Prediction of paper-based TOEFL score on the testing dataset

The linear regression model constructed by using a training data sample can be used to predict the TOEFL score for a given new dataset of raw scores in each section of the TOEFL test. We used the model in equations (2), (3) and (4) to predict the TOEFL score for the new dataset by entering the raw scores of the listening comprehension, structure & written expression, and reading comprehension sections in respective equations. The predicted TOEFL score was then rounded based on the TOEFL scoring system using similar criteria as in the training dataset. The testing data consisted of the raw scores in all sections and also the respective TOEFL score. We then performed the linear regression model in the equation (2), (3) and (4) to predict the TOEFL score for that testing data sample. The raw scores in each section, the predicted TOEFL score, and the true TOEFL score of the first four and the last two testing data sample, are presented in Table 5.

Table 5. Prediction of TOEFL Score

<table>
<thead>
<tr>
<th>Sample</th>
<th>Correct items in the Listening section</th>
<th>Predicted TOEFL Score</th>
<th>Correct items in the Structure section</th>
<th>Predicted TOEFL Score</th>
<th>Correct items in the Reading section</th>
<th>Predicted TOEFL Score</th>
<th>True TOEFL Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>21</td>
<td>460</td>
<td>20</td>
<td>477</td>
<td>25</td>
<td>480</td>
<td>467</td>
</tr>
<tr>
<td>2</td>
<td>27</td>
<td>483</td>
<td>21</td>
<td>483</td>
<td>21</td>
<td>460</td>
<td>460</td>
</tr>
<tr>
<td>3</td>
<td>18</td>
<td>447</td>
<td>22</td>
<td>487</td>
<td>31</td>
<td>507</td>
<td>467</td>
</tr>
<tr>
<td>4</td>
<td>19</td>
<td>450</td>
<td>23</td>
<td>493</td>
<td>30</td>
<td>503</td>
<td>470</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>101</td>
<td>13</td>
<td>427</td>
<td>14</td>
<td>440</td>
<td>24</td>
<td>477</td>
<td>437</td>
</tr>
<tr>
<td>102</td>
<td>14</td>
<td>430</td>
<td>17</td>
<td>457</td>
<td>24</td>
<td>477</td>
<td>450</td>
</tr>
</tbody>
</table>

A complete TOEFL scores prediction of those testing data samples (Table 5) can be observed in Figure 4 along with its true TOEFL score. The predicted TOEFL score with the listening comprehension sub-score (model 1) is represented by a red line, predicted TOEFL score with structure & written expression sub-score (model 2) is represented by the blue line. In addition, the yellow line represents model 3 (reading comprehension sub-score), while the black line shows the true TOEFL score.
Figure 3 shows that the predicted TOEFL scores of each model seem to follow the true TOEFL score with different trends and fluctuation. As in the training data sample, the predicted correctness of the regression model applied to the testing data sample can be measured by MSE as in equation (5). The MSEs of those three linear regression models applied to the testing data sample are shown in Table 6.

Table 6. MSE of Testing Data Sample

<table>
<thead>
<tr>
<th>Data</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Listening comprehension</td>
</tr>
<tr>
<td>Testing data sample (102 scores)</td>
<td>670.28</td>
</tr>
</tbody>
</table>

As the training data sample, the prediction model with the smallest MSE was the linear regression model with listening comprehension sub-score as the predictor variable (model 1) with the MSE of 670.28. However, in the testing data sample, model 3 with reading comprehension sub-score as the predictor variable performed better than the model with structure & written expression sub-score to predict the TOEFL score for a given sample with the MSE of 710.04. As in the training data sample, we can conclude that model 1 performed better in predicting the TOEFL score than the other models for a given new dataset. However, model 3 is also recommended due to its low MSE value for the testing data sample. Furthermore, the MSE in the testing data sample was greater than the training data sample since the model was constructed based on the training data sample.

Discussion

This study aims to find the best model to predict English proficiency level represented by TOEFL scores using only one subtest out of three, i.e. listening comprehension, structure & written expression, and reading comprehension. One model was generated for each subtest using simple linear regression analysis, resulting in three models. The model was evaluated using Mean Squared Error (MSE), where lower the MSE means less error in the model prediction. Since the model involving listening comprehension sub-test as the independent variable produced the lowest error
(MSE = 670), which is close to the model with reading comprehension as the independent variable (MSE = 710). The MSE for the other sub-test was extremely higher compared to the earlier models. Therefore, the research results conclude that either the listening comprehension subtest or reading comprehension subtest can be used to predict the total score when it is not possible to conduct TOEFL with all subtests.

The listening comprehension subtest has been found to be the most accurate predictor for TOEFL because this subtest shows latent language skills. This result is motivated because listening skills are only developed when students’ English proficiency has significantly improved (Graham, 2011, p. 113). In addition, research conducted by Wang and Treffers-Daller (2017) shows that progress in listening skills is a result of the improvement in general English language proficiency. This result can be treated as a warning in English language classes where listening comprehension is not included in the English language test due to difficulty of the testing procedure and test material development. This result also implies that listening instruction does not provide adequate impact on listening ability because the result of the instruction is mediated by other factors; i.e. general English language proficiency and vocabulary mastery (Wang & Treffers-Daller, 2017). Therefore, Rost (2014) suggests listening instruction uses a bottom-up process, where students are first facilitated to deal with easy material to develop their linguistic knowledge, one of which is vocabulary. This belief is also shared among professionally-trained English teachers in China (Li & Renandya, 2012).

The reading comprehension subtest was almost as accurate TOEFL score predictor as the listening comprehension counterpart. This result is also anticipated because reading, together with listening, is what facilitates language acquisition (VanPatten, 2015). Reading comprehension is correlated to vocabulary, which is correlated to overall English proficiency to a large extent (Miralpeix & Muñoz, 2018). Therefore, it is expected that the reading comprehension subtest can be used to accurately predict overall TOEFL score. In addition, reading is one of the channels for language input, leading to language acquisition in general. In fact, reading is the key agent which facilitates learner’s input to academic English in English as a foreign language context (McQuillan, 2019), which is what TOEFL is intended to measure. This research result is also supported by the result of the study conducted by Droop and Verhoeven (2003), which shows that reading proficiency increases as the overall proficiency level improves. This explains why the reading comprehension subtest is an accurate predictor of overall TOEFL score, representing overall English proficiency level.

Structure & written expression subtest measures test takers’ “knowledge of structural and grammatical elements of standard written English” (Educational Testing Service, 2013, p. 2). This subtest is not included in language skills because grammar can be learned as knowledge, which is different from acquisition because knowing a grammatical concept does not guarantee that a learner can use the concept in a conversation (Gass & Selinker, 2008). Applying perceived knowledge in a productive language skill such as speaking and writing is a complex process, termed input processing (VanPatten, 2015). Structure & written expression support language production, but it is not by itself a language skill, and it does not contribute much to the overall language proficiency (Iwashita, 2018). A study by Kusumawardani and Mardiyani (2018) concludes that the correlation between grammar and productive language is weak.

As an implication for language testing, EFL teachers might now estimate their students' TOEFL score without the need to have them sit the complete version of the TOEFL test that consists of three sections, i.e. listening comprehension, structure & written expression, and reading comprehension sections. Instead, they can test only one of those sections to estimate their students'
TOEFL scores. Further, the listening comprehension sub-score could predict a better TOEFL score than could other skills (structure & written expression and reading comprehension sections) based on the MSE of both training and testing data. These regression models in the equation (2), (3), and (4) can be used by students, teachers, lecturers, managers or other stakeholders who need to know the estimation of TOEFL score for their respective purpose. In terms of pedagogical implication, the study has revealed that both listening comprehension and reading comprehension are significant predictors for overall English language proficiency, and both subtests are very dependent on vocabulary. Since vocabulary is strongly correlated to the overall level of language performance (Iwashita, 2018), teachers should integrate more indirect vocabulary instruction in English language classrooms.

Conclusion
The purpose of this research was to generate prediction models for paper-based TOEFL based on one sub-score. The research results show that it is possible to generate the prediction models by using linear regression analysis based on 2,030 previously obtained scores normally distributed at p > 0.05. The intercepts for the prediction models are 373.03 for listening comprehension, 357.14 for structure & written expression, and 364.19 for reading comprehension. Meanwhile, the slopes are 4.07 for listening comprehension, 5.96 for structure & written expression, and 4.63 for reading comprehension. Those intercepts and slopes are significant at p < 0.001. After applying the models to a testing data sample of 102 scores, we obtained the Mean Square Error (MSE) of 670 for listening comprehension, 1,002 for structure & written expression, and 710 for reading comprehension. These results suggest that listening comprehension and reading comprehension subtests are more accurate in predicting overall TOEFL scores than structure & written expression subtest.
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